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Today’s Topics

1. news
2. Srijit Paul (Lattice group): Overview of the GPUs on Mogon 2 with

relevant modules for an effective workflow.
3. info on how to gain access to GPU nodes.
4. your questions / discussion / requests to the maintainers

• compact in time (15mins + user questions/discussion).
• bring people together tackling the same problems



News 

• Minutes: 
https://www.hi-mainz.de/research/computing/hpc-working-seminar/
• Currently checking a problem with overflowing /tmp directory when 

using multiple singularity jobs in parallel. Fix should be available in 
some days.

2.11. maintenance day:
• improved security
• ~20 nodes fixed
• minor changes: some modules deprecated

https://www.hi-mainz.de/research/computing/hpc-working-seminar/


Apply for GPU nodes

• GPU nodes only available on Mogon2, belongs
to University
• https://www.ahrp.info/

• à Ressourcen
• Antrag auf Nutzung eines rheinland-pfälzischen

Hochleistungsrechners
• (ENGLISH VERSION: Application for Using a 

Rhineland-Palatinate High Performance Computer)
• Fill out application,

together with 1-2 sides of project description 
• Technical contact person: fill in my name (but 

contact me first)



Open questions 1/2

• Select Mogon 2

• SMP = Shared Memory Program
• MPI = MPI-Program
• GPU
• KNL = Special Intel Architecture
• DGX = Special NVidia Architecture

• Ideal: S project, 
often only 1 week processing time



Open questions 2/2

• NE = “Nutzungseinheit” [kCPUhours/month]
• 1NE = 1CPU-hour /month /1000 

• Example estimation for number of CPU hours:
• 8 Cores * 12 Hours/Job * 2 Jobs/Day *  5 

Days/Week * 4 Weeks/Month =  3840  
Core*Hours/Month

• Estimation in NE (CPU-Hours / Month / 1000 )
• NE = 3840 Core*Hours/1000 = 3.84



Hot Topics we are working on

• Singularity containers for analysis (BES, Panda)

• Lustre mount GSI <-> HIM via T-Bit Link
• Test IP-connection with 10GBit/s
• Lustre mount on special head nodes
• Mapping for both directions
• user and group mapping
• Next: speed tests 

• visualisation of usage statistics via Elastic Search
• together with ZDV



Your requests

• Problematic file transfer between data centers (Jülich, GSI, Mainz) 
à in the pipeline

• What else needs improvement?



Next

• Next meeting on 9.11.

• Planning ahead:
• Not all groups had a presentation yet.
• detailed presentation of algorithms

• hand in your topics!



Present your work group

work group title

working on: detector simulation / data analysis / …

picture

all involved: • names
• project headline
• technique (group internal analysis 

framework / python scripts / fancy 
algorithms / …)


